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Abstract

In this paper, a set of Jacobians used for the propagation of track parameter covariance matrices
in homogeneous magnetic fields in CMS is derived. Most of the presented formulas have been in
widespread use in the high-energy physics community for many years, but have until now only existed
in unpublished notes. Very precise, purely numerical schemes for calculating the same derivatives are
also presented and used as a baseline for evaluating the correctness of the analytical terms.



1 Introduction

Transport or propagation of track parameters and of the associated covariance matrices are vital parts of track
reconstruction algorithms. This is due to the fact that most reconstruction algorithms are based on a least-squares
fit, and in such an estimation method the track parameters and the associated covariance matrix are used. Given an
estimate of the parameters and their uncertainties at some point in a track detector, transporting these to a detector
unit containing a measurement is a necessary prerequisite for inclusion of the measurement into the fit. In general,
such a transport can logically be divided into two different steps. The first deals with the purely geometrical
propagation governed by the equations of motion. The second procedure takes material effects such as energy
loss and multiple Coulomb scattering into account. In this paper, the first part of this two-fold procedure will be
addressed.

In a homogeneous magnetic field the particle trajectory is a helix, implying that the track parameters are analytical
functions of the path length. In a track reconstruction context one often deals with propagation under constraints,
i.e. propagation between cylindrical or planar surfaces, and one of the tasks for the parameter propagation is to find
an appropriate expression of the path length. For propagation between concentric cylinders or between parallel
planes exact expressions of the path length are available, whereas for propagation between planes of arbitrary
orientation one has to resort to an iterative approach. In this paper it will be assumed that the problem of finding
the path length has been adequately solved.

The track parameters at one detector layer are in general non-linear functions of the parameters at another layer,
i.e. the parameter propagation is done non-linearly. In this case it is not obvious how to propagate the associated
covariance matrices. The common solution to this problem is to expand the parameter propagation functions to
first order in a Taylor series and use these derivatives to propagate the covariance matrices in an approximate
way. Such a procedure is called linear error propagation. The availability of the derivatives of the propagated
track parameters with respect to those at the starting point of the propagation — so-called Jacobians — is therefore
essential for a successful error propagation. As for the parameter propagation, the calculations of these Jacobians
are simpler when restricting to propagation between concentric cylinders or parallel planes [1] than between planes
of arbitrary orientation.

The main purpose of this paper is to derive and present the relevant Jacobians needed for the latter case. Until
now these derivations have only existed in unpublished notes [2, 3]. The formulas have been extensively used in
the high-energy physics community during the last 25 years, for instance in the error propagation part GEANE [4]
of the simulation package GEANT3, and in the current reconstruction software of the CMS tracker at the LHC.
We also present a direct evaluation of the correctness and precision of the Jacobians by means of a very precise,
purely numerical algorithm for the calculation of the derivatives. As a result, two terms suffering from numerical
instabilities have been identified. These instabilities particularly occur in the high-momentum range when using
single precision floating point numbers® in the propagation. Approximate, numerically stable formulas have been
derived and are presented.

The problem of calculating transport Jacobians from one plane of arbitrary orientation to another naturally de-
composes into three separate parts. This is because the error propagation from one spatial location to another
most easily is done in a coordinate frame which moves along with the track — a so-called curvilinear frame. The
natural decomposition is therefore first a transformation from a local coordinate system at the starting surface to
the curvilinear frame, then a transport within the curvilinear frame to the destination surface, and finally a trans-
formation from the curvilinear frame to a local frame at the destination surface. The total Jacobian becomes the
matrix product of the three different Jacobians. Expressions of Jacobians addressing the same problem exist in
the literature [5], valid for small-step propagations and for high-momentum particles. Our calculations are valid
for propagations of any step length and include correlations introduced by the track curvature, thereby making the
expressions valid for all momenta.

The paper is organized as follows. In Section 2, general expressions of total differentials with respect to position
and direction are derived, leading naturally to the above-mentioned transformations as different, special cases.
Another special case mentioned in this section is the transformations between the curvilinear and the so-called
perigee frame [6], which is useful when propagation of errors to the point of closest approach to a reference point
is desired. In Section 3, the results of the numerical evaluation of the Jacobians are presented. Most of the specific
expressions of these Jacobians are compiled in an appendix.

Y The IEEE standard — implemented on many computers — defines a single precision floating point number to be 32 bits with
a relative precision of about 10~7. A 64-bit double precision floating point number has a relative precision of about 10716,



2 Error propagation

The natural starting point for a general description of propagation of errors along a helix is the equation of the
trajectory of a charged particle in a homogeneous magnetic field [2, 3],
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with M being the position vector of the point on the helix at path length s from the reference point M (at s = 0),
H = B/ |Bj being a normalized magnetic field vector, T = p/ |p| being a normalized tangent vector to the track,
N=MHXxT)/awitha=|HxT|,y=H-T, Q = —|B|q/p with p = |p| being the absolute value of the
3-momentum vector, ¢ = +1 denoting the charge of the particle, and § = @ - s. The numerical value of |B]| is
0.3 - 102 times the field in units of kGauss if p is given in units of GeV and the path length s is given in units
of cm. In the following, a subscript 0 indicates quantities defined at the starting point s = 0. Any point along the
trajectory can be specified by a corresponding value of s.
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The equation of the tangent vector T is found by differentiating Eq. (1) with respect to s,
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Next, the differentials dM and d'T will be formed. These differentials will constitute the key equations which relate
variations of position, direction and momentum at the starting point (s = 0) to variations of the same quantities at
any other point along the helix. The differentials are given by
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where § (g/po) is the variation of the charged, inverse momentum at the starting point and §s is the change in path
length of the helix due to the variations at the starting point. An illustration of this effect is shown in Fig. 1. The
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Figure 1: A track and the displaced track due to a variation dM are shown. In the error propagation the change
ds of the path length has to be taken into account. In this specific case dM is understood to be perpendicular to the
track (see also Eq. (21)).



partial derivatives are obtained by direct differentiation of Eq. (1) and (2), and the results are
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2.1 Transformation from one curvilinear frame to another

The curvilinear frame is uniquely defined at each point along the track by three orthogonal unit vectors U, V and
T, defining a coordinate system (z .,y ,21). The vector T has been defined above as the unit vector parallel to
the track, pointing in the particle direction. The two vectors U and V are defined by

ZxT
V = TxTU, (13)

where Z is the unit vector pointing in the direction of the global z-axis. This means that the z -axis is pointing
along the particle direction, the z -axis is lying in the global zy-plane, while the y, -axis is given by the require-
ment that the three axes should form a Cartesian, right-handed coordinate system. In addition, the curvilinear set of
parameters includes ¢/p, the dip angle X of the particle 3-momentum vector and the angle of inclination ¢ between
the tangent of the projection of the particle 3-momentum vector into the global zy-plane and the global z-axis.
Even though the angles are defined at the point of intersection between the particle 3-momentum vector and the
curvilinear plane, their values are given in the global, Cartesian reference frame (X, Y, Z). The relations between
the momentum components (p., py, p-) in the Cartesian frame and the angles are

Dy = DCOSACOSQ, (14)
Py = pcosAsing, (15)
p. = psinA. (16)

The Jacobian of the transformation from a curvilinear frame (¢/p, A\, ¢, 21,y ) at s = 0 to the same set of
parameters at path length s is then derived by forming the differentials dM and dT, introducing the specific
constraints given by the curvilinear frames,
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dM = U-éx; +V - oy., (19)

dT = V.-6A+cos\-U-do. (20)

Also, since dM now is defined to be a variation in a plane perpendicular to the track, the functional dependence
of §s on the variations of position, direction and momentum at the starting point can be evaluated by multiplying
Eg. (3) with T and using the constraint M - T = 0. One obtains

§s=-T-dMy—T- <g—,1;‘/f)~dTo> - <T~ %) -5 (q/po) - (21)
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By inserting Eg. (21) and Eqg. (5)-(11) into Eq. (3) and (4), making use of Eq. (17)-(20), we get a set of equations
relating variations of the parameters at the starting surface to the variations at the destination surface. These can
then quite straightforwardly be manipulated to yield the differentials of the parameters at the destination surface.
Since, for instance, the differential z, is defined as
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the different terms in the desired Jacobian can be identified as the multiplying factors of the variations at the starting
surface. A complete list of these can be found in the appendix. Since we assume a perfectly helical track model,
the momentum at the destination surface is equal to the momentum at the starting surface.

2.2 Transformations between curvilinear and local frames at a fixed point on the particle
trajectory

Let us first consider the transformation from a local plane — defined by a unit vector I normal to the plane and two,
orthogonal unit vectors J and K inside the plane — to the curvilinear frame. These three unit vectors define a coor-
dinate system (u, v, w), and a set of parameters describing a track in such a local frame is (¢/p, v’, w’, v, w), where
v' = dv/du and v’ = dw/du, respectively. The desire is to derive the Jacobian of the transformation between
(q/p,v',w',;v,w) and (¢/p, A\, ¢,z ,y, ) atagiven point s on the particle trajectory. The relevant differentials are
now

dM = U-6z; +V- -0y, =J- v+ K-ow+T-ds, (23)
dl = V:-6A+cosA-U- 6@1)*8’1‘ gT dow Jr%—T ds. (24)

Since again dM is orthogonal to T, §s can be calculated from Eq. (23), in a similar manner as before. The result
is

0s=—(T-J) - 0v—(T-K) - dw. (25)
An example of a change in path length és induced by a change in one of the local coordinates is shown in Fig. 2.

A
w

Figure 2: A track and the displaced track due to a variation dw are shown. In order to fulfil the condition 6z, = 0,
the track has to undergo a change s in path length.

By inserting Eq. (25) into Eq. (23) and (24) and following the same procedure as in Section 2.1, explicit expressions
of the differentials can again be constructed. For this we also need T and its derivatives expressed in the local



parameters. The formulas are
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The Jacobian of the transformation from the curvilinear to the local frame can be derived by inverting the Jacobian
of the transformation from the local to the curvilinear frame. The expressions of both Jacobians can be found in
the appendix.

2.3 Transformations between curvilinear and perigee frames

The so-called perigee frame [6] — useful for vertex reconstruction — is defined by the set of parameters («, 0, ¢, €, z,,),
where k = —¢B. /pr is the (signed) curvature with B, being the z-component of the magnetic field, pr = psin 6
is the transverse momentum, § = 7/2 — X is the polar angle, ¢ is the angle of inclination in the transverse plane,
while e and z, are coordinates in a local coordinate system to be defined below. This set of parameters is defined at
the point P of closest approach in the transverse plane to a reference point, usually close to an expected vertex po-
sition. The reference point becomes the origin of a global, Cartesian coordinate system (X, Y, Z). An illustration
can be found in Fig. 3. The direction of the magnetic field is usually chosen to coincide with the direction of the
global z-axis, but there might be small deviations due to e. g. misalignment effects. The term “transverse” always
refers to quantities defined in the (X, Y')-plane, even if the magnetic field direction does not exactly coincide with
the direction of the global z-axis.

The perigee to curvilinear transformation can be regarded as a special case of a local to curvilinear transformation
for what considers the position coordinates. The parameters e and z, are coordinates in a local, Cartesian frame
defined by the set of unit vectors (I, J, K) and with origin equal to the global origin:

T x Z
J = T Z| =-U, (29)
K = 7Z, (30)
I = JxK, (31)

where J and K are the unit vectors defining the e- and z,,-axes, respectively. J is in the transverse plane, orthogonal
to the projection into the global zy-plane of the tangent vector to the track. K points along the global z-axis. In
order to yield a right-handed frame, I must be anti-parallel to the projected tangent vector. Thus, it follows that
the sign of ¢ is the same as the sign of the z-component of the angular momentum of the particle with respect to
the reference point, and z,, is equal to the z-component of P in the global frame. The definition of « is such that
the sign is positive for a counterclockwise rotation of the particle (which is the sense of rotation of a negatively
charged particle). These definitions — including the sign conventions — are identical to those described in the paper
by Billoir and Qian [6], and we refer the interested reader to this for more detailed explanations.

With these definitions kept in mind, differentials can be formed, giving

dM = U-dz, +V -0y, =J-0e+K-0z,+T-Js, (32)

dT = V~5/\+COS)\~U'5¢:7V'59+COS/\~U~5¢+%—T'58, (33)
s

with T, U and V having the same meaning as before. It should be emphasized that the variations (6, §¢) on the
left-hand side of (33) are variations at fixed z | , whereas the variations (§6, d¢) on the right-hand side are variations
at fixed w. In general they are different, except in the case de = dz, = 0.

The expression of §s becomes
ds=—(T-J)-6e— (T -K) - dz,p. (34)

Following exactly the same procedure as before, all terms of the Jacobian relating positions and directions can
straightforwardly be derived. The only terms missing are now those related to momentum and curvature, and they
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y tangentat P ; track

Figure 3: Definition of the parameters ¢ and ¢, as well as the directions of the unit vectors T and J. The origin
of the coordinate system defined by the set of unit vectors (I, J, K) is equal to the global origin. The point P of
closest approach in the transverse plane is also shown.

can be identified by the relation

q 7sin9
e TR (35)
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The Jacobian of the transformation from the curvilinear to the perigee frame can be derived by inverting the
Jacobian of the transformation from the perigee to the curvilinear frame. The Jacobians of both transformations
can again be found in the appendix.

It can be noted that the curvilinear frame under consideration in this section is defined at the point P. If the
covariance matrix is desired somewhere else along the track, it has to be further propagated within the curvilinear
frame itself, as described in Section 2.1.

2.4 Transformations between global Cartesian and local frames

The global Cartesian frame (p., py, P, =, y, 2) is useful for vertex reconstruction purposes as well as for track
reconstruction in zero magnetic fields. The latter situation is typical in for instance test-beam applications.

When invoking the global, Cartesian frame in the CMS track reconstruction code [7], the basic strategy is to go via
a Cartesian frame which is aligned with the local or curvilinear frame under consideration. This Cartesian frame
is related to the global Cartesian frame via a pure rotation. Any attempt to use the global Cartesian system as an
intermediate frame for transformations between different five-dimensional systems can therefore be understood
to amount to a sequence of rotations, and in this procedure the notion of the path length changing during the
transformation is lost. Such an approach will thus only be correct in the special case of transforming between
two parallel planes, since in this case the path length does not change. In other situations the correct result — as
implemented in the direct transformations between local and curvilinear frames — is not obtained.

First the transformations between a local frame and the global, Cartesian frame are considered. The intermediate,
Cartesian frame will be denoted by primed quantities (p’,, py, p’, =’, ¥, 2), where the z'- and y’-axes are parallel

x

to the v- and w-axes of the local frame, respectively. The Jacobian R of the transformation from the global,



Cartesian frame to the primed system consists of two similar, three-by-three blocks, each consisting of the relevant
rotation matrix. The other entries of this matrix are zero. The Jacobian J¢/_,; of the transformation from the
primed, Cartesian system to the local frame is constructed from the following formulas:

- =4 (37)
P \PE 7+
/
o= %, (38)
/
w = %. (39)

The total Jacobian is given by the product Jo:—; - R.

For the inverse transformation, the Jacobian J;_. . can be derived from the following relations:
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where sign (p. ) is the sign of the z-component of the momentum vector in the local frame. This sign is needed
in order to uniquely specify the state of the track in the local frame and is therefore available in the class which
contains the information about the local trajectory parameters. The total Jacobian is in this case given by the
product R” - J;_ ¢, using the same matrix R as above. The Jacobians J¢/_,; and J;_c are shown in the
appendix.

2.5 Transformations between global Cartesian and curvilinear frames

The transformation from the curvilinear to the global Cartesian frame is done in two parts. First the curvilinear
frame is transformed into a hybrid, Cartesian frame (p., py, p-, 2, ¥, 2’), where the position axes are parallel to
the corresponding axes in the curvilinear frame. The axes of the momentum components, however, are identical to
those of the global, Cartesian frame. The following relations,

Pe = 4 COS A COS o, (43)
q/p

Dy = 4 cos A sin ¢, (44)
q/p

p, = 2 in A, (45)
q/p

enable derivations of the Jacobian terms from the curvilinear parameters (¢/p, A, ¢) to the Cartesian parameters (p.,
Dy, P»). The transformation from the hybrid, Cartesian frame to the global Cartesian frame is done by multiplying
the position part with the relevant rotation matrix and leaving the momentum part untouched.

The inverse transformation is carried out by first transforming from the global Cartesian frame to the hybrid,
Cartesian frame in a way similar to the one described above for the other direction. The final transformation from
the hybrid, Cartesian frame to the curvilinear frame is done by using the following relations,

4q

R (46)

P \/P: + P+ P2

A = arctan | ——2i— , (47)
\/P: + D}

¢ = arctan (p_y) . (48)
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The Jacobians of the transformations between the hybrid, Cartesian frame and the curvilinear frame can be found
in the appendix.



3 Evaluation of error propagation

An evaluation of the most relevant Jacobians for track reconstruction purposes —i.e. those involving transformation

within the curvilinear frame as well as transformations between curvilinear and local frames — has been done by

using as a baseline a very precise, purely numerical algorithm for the calculations of the derivatives. This algorithm

— the so-called Ridders algorithm [8] — considers a standard, symmetric numerical derivative
fle+h)—flz—h)

g(h) = o (49)

at a certain value of = and regards it as a function of h only. The basic idea is to start out at a reasonably large
value of h and calculate the function g at this value plus at a somewhat smaller value of h. If plotted, a line can
be drawn through the two points (hg, g(ho)) and (hy, g(h1)). Since we are mainly interested in g(0), the intersect
between this line and the ordinate axis constitutes a first estimate of the derivative in the limit ~ — 0. A new, lower
value ho can be chosen and a parabola drawn through the three points available. The second estimate of the desired
derivative is therefore the value of this parabola at » = 0. This procedure can be repeated until a fixed number of
step sizes h has been processed or until the difference between the extrapolation to »~ = 0 at a certain degree of the
polynomial and at one degree higher is smaller than a given tolerance. This difference constitutes a measure of the
error in the calculation of the derivative. The accuracy of the derivative is approximately the same as the accuracy
of f itself. Fig. 4 shows a schematic plot of a function with four different values of i and the extrapolation to

gh) A

g(h0)

g(h1)

9(h2)
g(h3

7

9(0)

h3 h2 hl ho

Figure 4: Schematic plot of function g(h).

the value at h = 0. For the purpose of calculating Jacobians there are in total 25 different functions f, namely
functions relating any of the five different track parameters at the starting point of the propagation to any of the
five parameters at the destination point.

The evaluation has been based on a set of 10000 simulated tracks in a setup which resembles the CMS tracker.
Charged particles have been generated at random positions close to the origin of a global coordinate system. From
these starting points, the particles have been propagated along helix curves random path lengths between 0 and
50 cm in random directions between pseudorapidities n = —2.5 and = 2.5. The propagation of the track
parameters has been done by using the standard helix propagator in the CMS reconstruction software [7]. At the
starting and destination points of the propagation, planes with random tilts with respect to the plane normal to the
particle direction have been created. The numerical derivatives of the track parameters in the local frame at the
destination surface with respect to those in the local frame at the starting surface define the baseline of evaluation
of the corresponding terms in the analytical Jacobian. The range of the transverse momenta is from 0.9 GeV/c to
1000 GeV/c, generated from a flat distribution. The helix propagator uses by default single precision arithmetics,
but for the calculations of the numerical derivatives a special version using double precision has been applied.

The outcome of such a procedure for one specific term in the Jacobian can be found in Fig. 5. Here a histogram of
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Figure 5: Logarithm of the absolute, relative residual between analytical and numerical derivative for a typical
stable term.

the logarithm of the absolute, relative difference between the value from the analytical Jacobian and the numerical
result as given by the Ridders algorithm is shown. Due to the underlying single precision of the analysis program
used to produce the plot, PAW[9], no relative difference better than approximately 10~ is seen. Entries with better
relative precision become identically zero and are not shown. Quantities such as positions and rotation matrices for
the various surfaces involved have been calculated in single precision, which is also the default choice in the CMS
reconstruction software. The calculations of the baseline numerical derivatives are carried out in double precision
also for these quantities. The precision displayed in Fig. 5 is therefore to be expected and is indeed exhibited for
the vast majority of the Jacobian terms. However, two of the terms — the derivatives of the local positions at the
destination surface with respect to the charged inverse momentum at the starting surface — behave differently. A
histogram with the relative precision of one of those is shown in Fig. 6. This term is significantly less precise than
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Figure 6: Logarithm of the absolute, relative residual between analytical and numerical derivative for one of the
unstable terms.

the one shown in Fig. 5, and the loss of precision comes from the derivatives of the curvilinear local positions at
the destination surface with respect to the charged, inverse momentum at the starting surface. In the expressions of
these numerically unstable terms there are summations of reasonably large numbers, whose result can be very close
to zero. This quantity is again multiplied by a potentially large number to yield the final result. Due to the single
precision arithmetics, the instability originates from the procedure which generates the close-to-zero temporary
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quantity.

Numerically stable terms have been derived by expanding the sin 6 and cos @ terms in Eq. (1) in Taylor series up
to third and fourth order in 6, respectively, and using the modified expression for M as a starting point for the
calculations of the derivatives. The calculations have been carried out in exactly the same way as described in
Section 2, and the resulting expressions can be found in Appendix 4. It can be noted that equivalent expressions
could have been obtained by directly expanding the terms of the relevant derivatives.

The instability occurs for those terms which — at low s — depend quadratically on the path length s. It is mainly
visible for propagations over small values of 6 — i.e. for small propagation distances or high momenta or both —
so for each propagation a test is made on the actual value of 6. For values of 6 smaller than a suitable limit, the
approximate, numerically stable terms are chosen. For values of 6 larger than the limit the standard formulas are
applied. A histogram of the resulting relative precision is shown in Fig. 7. As a guide to the eye, the histogram in
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Figure 7: Logarithm of the absolute, relative residual between analytical and numerical derivative for one of the
numerically stabilized terms. The histogram for the corresponding unstable term is shown as a guide to the eye.

Fig. 6 is also included.

The same instabilities are also visible when using double precision in the calculation of the analytical derivatives,
but to a much lesser extent. In this case only a small percentage of the terms exhibit relative precision worse than
the lower limit visible in PAW whereas the corresponding, numerically stable terms are all better than this limit.
The limiting value of 6 will also be much lower.

4 Conclusions

A set of Jacobians used for propagation of covariance matrices of track parameters in homogeneous magnetic
fields in CMS has been derived, allowing for propagation between planes of arbitrary orientation. Independent and
very precise, purely numerical calculations of the same derivatives have been presented and used to evaluate the
correctness and precision of the analytical terms. As a result of the evaluation, two terms suffering from numerical
instabilities when using single precision arithmetics have been identified. Approximate, numerically stable terms
have been derived and presented.
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Appendix

We first consider the Jacobian of the transformation from one curvilinear frame to another. The non-zero terms of

the Jacobian are:
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— (0 —sin6) (H-T) (H-Vo)l},
CoSs g

p— { os6 - (Ug
+(1—cos€) (H-Up) - (H-U)
+a(N-U)[—sinf (Uy-T)+ a(l—cosh) (Uy-N)
— (0 —sin6) (H-T)(H-Uo)]},

aQ

U) +sinf - (H x Up) - U)

-2 (N-u) Uy,
-~ NU) (v ),

q —1

(5) U- (Mo - M)].
51229 (Vo U)+ 1 —cosf (H x V) - U)
+9*51“9<H-vo>-<H-U>7
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(50)

(51)

(52)

(53)
(54)

(55)

(56)

(57)

(58)
(59)

(60)

(61)

(62)



0 in 6 1—cosf
% = cos)\o{%(UO~U)+%((HXUO)~U)
+9#:HQ(H.UO).(H.U)}, (63)
88;; = U, U, (64)
0. _ v,.v, (65)
Y10
WL (g)_l[V«Mo—M)], (66)
9 (q/po) p
0 sin 1—cosf
aig = 15 (Vo V) + —5— ((H x Vo) - V)
6 —sind
Fo g (H- Vo) (H- V), (67)
% _ COS)\O{SlgG(UO.V)_i_l%;OSG((HXUO).V)
+¥(H-U@-(H~V)}, (68)
W oy, (69)
0z 19
D vy, (70)
Y10
and the two terms numerically stable at small values of ¢ are given by
axL 1 2 1 2 3 q
= —Z|B|s>- (HxTy) - U+=B’s® = ("H-Ty)-U
a(q/po) 2| | ( 0) 3| | p (’7 0)
2
+%|B|3s4'(g) -(H x Ty) - U, (72)
p
Ay 1 9 1 523 ¢
= ——B|s"- HxTy) -V+-B|"s°-=-(YH—-—Ty)-V
a(q/po) 2| | ( 0) 3| | p (’7 0)
2
+%|B|354-<€> (H x Ty) - V. (72)
p

Then we look at the transformations between curvilinear and local frames. The Jacobian of the transformation

from a local frame to the curvilinear frame is given by:

8((]/]77)\,@5, IJ.vZJJ.) _

d(q/p, v, w' v,w)

The inverse Jacobian is given by

1 0 0 0 0

0 (TIDVI) (T-I)(V-K) —aQ(T-J)(V-N) —aQ(T-K)(V:-N)

g (TDUI) (THUK) _aQTHUN) _aQT-K)(UN) (73)
cos A cos A cos A cos A

0 0 0 (U-J) (U-K)

0 0 0 (V-3) (V-K)

d(q/p, v, w' v,w)

) (Q/p7 )‘7 ¢7 IJ_vyJ_)

13



1 0 0 0 0

0 —UK)  cosAVEK) _aQUDRK) _aQVIRK)
(T-1)2 (T»Ig2 T-I)3 (T-1)3

0 (U-J) __cosA(V-J) aQ(U-D)(R-J) aQ(V-D(R-J)
(T-1)2 (T-1)? §T»I)3 (T-1)3 )

0 0 0 V-K) (UK)

& )
0 0 0 T (TI) (T1)
where R = T x N and

(R-K) = (V-K)(N-U)—(U-K)(N-V),
R-J) = (V- I)YIN-U)—(U-J)(N-V).

The Jacobian of the transformation from the perigee to the curvilinear frame is given by

8(q/p7)‘7¢7 IJ.vZJJ.) o

0

—aQ(T-K)(V:N)
_ aQ(T-K)(U-N)

a (H7 97 ¢7 67 Z;D)
sin 6 q
T B, ptanf 0 0
0 -1 0 —aQ(T-3)(VN)
0 0 1 -earduN
0 0 0 -1
0 0 0 0
while the inverse transformation is given by
a (H7 97 ¢7 67 Z;D)

cos A ’

0
(V-K)

8(Q/p7)‘7¢7 IJ_vyJ_) -

B, __gB:tan ) 0 gB.aQtan A(U-I)(N-V) gB.aQtan A\(V-I)(N-V)
cos A pcos A pcos A\(T-I) pcos A(T-I)
0 1 0 aQ(U-D(N-V) aQ(V-ID)(N-V)
TI) (T-1)
c(o\s/k}({'g‘l) cos A(T-I)
0 0 0 pas 0
1
0 0 0 0 ~

The Jacobian of the transformation from the intermediate, Cartesian frame to the local frame is given by

a (Q/p’ U/7w/7v7w)
9 (0 11y P2 2y, 2')

!
—qp, —apy —qp),

— — > 0.0 0
(P2 +pl24922)>° (P2 492 4p12)" (p;2+p'y2+,p'22)3/
4 0 — 2 00 0
Pz Py
1 Py s
0 " ~ Ly 00 0
0 0 0 1 0 0
0 0 0 01 0

(74)

(75)
(76)

(77)

(78)

(79)

while the Jacobian of the transformation from the local frame to the intermediate, Cartesian frame is given by

O (P Py 0hr 'y, )
d(q/p, v, W' ,v,w)

14



_ aSigNn(p.) v aSigN(p.) | 14w’ _aSign(p.) | v'w'’ 0 0

(a/p)? ’ \/1+vl2+w’2 (a/p) (1+vl2+w’2)3/2 (a/p) (1+v’2+w’2)3/2
_aSign(p.) w' _ aSign(p.) o'w’ a'SigN(p.) 1402 0 0
(a/p)? \/1+vl2+w’2 (a/p) (1+vl2+w’2)3/2 (a/p) (1+vl2+w’2)3/2
_ ¢SigN(p.) 1 _ aSign(p.) v _ qSign(.) w' o ol ©0
(q/p)2 \/1+’Ul2+w/2 (q/p) (1+’Ul2+w/2)3/2 (q/p) (1+’Ul2+w/2)3/2
0 0 0 1
0 0 0 0 1

The Jacobian of the transformation from the curvilinear frame to the hybrid, Cartesian frame is given by

0 (pz, Pys P2 2",y 2')

) (Q/p7 )‘7 ¢7 IJ_vyJ_)

—qgp®cosAcos¢ —psinAcosd —pcosising 0 0

—gp®cosAsing —psinAsing pcosicos¢ 0 0
—qp?sin A pcos A 0 0 01, (81)

0 0 0 10

0 0 0 0 1

while the Jacobian of the transformation from the hybrid, Cartesian frame to the curvilinear frame is given by

0 (q/p7 )\7 ¢7 xlv?JL)

O Pz, Pys P=» 2",y 2)

zPz PyP=
e err #0000
YR 0o 00 0f, (82)
Pr pPr
0 0 0O 1 0 O
0 0 0O 0 1 0

where pr = /p2 + p2.
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